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MATRIZES, OPERAÇÕES COM MATRIZES E 

SISTEMAS LINEARES DE EQUAÇÕES 

 

1. Definição de matriz. Matrizes especiais. 

Definição 1.1: Sejam m e n dois números naturais. Uma matriz real nm  

é um conjunto de mn números reais distribuídos por m linhas e n colunas 

do seguinte modo: 





























mnmjmm

inijii

nj

nj

aaaa

aaaa

aaaa

aaaa

A













21

21

222221

111211

 

onde IRaij   para todo o  mi ,,2,1   e para todo o  nj ,,2,1  . 

Dizemos, neste caso, que a matriz tem ordem ou dimensão nm . 

 

Definição 1.2: Cada número que compõe a matriz chama-se termo, 

elemento ou coeficiente da matriz. 

 

Notação: Abreviadamente pode-se representar a matriz pelo símbolo 

 ijA a
nj
mi





1
1

. Neste caso, o símbolo ija  é chamado termo geral da matriz. 

Cada elemento da matriz é afetado de dois índices, o índice de linha que 

nos indica a linha a que o elemento pertence e o índice de coluna que 

indica a coluna a que ele pertence:  

linhadeíndice

a colunadeíndiceji 
  



 

Odete Ribeiro Página 2 
 

Exemplos 1.3: Consideremos a matriz 





















21

50

3
2

1

A . 

É uma matriz de dimensão 23 , em que ;0;3;
2

1
211211  aaa  

;522 a .2;1 3231  aa   

 

Definição 1.4: A toda a matriz 1m , ou seja, a toda a matriz com m linhas 

e 1 coluna chamamos matriz coluna e a toda a matriz n1 , ou seja, a toda 

a matriz com 1 linha e n colunas chamamos matriz linha. 

Uma matriz coluna é da forma 



























1

1

21

11

m

i

b

b

b

b

B




 e uma matriz linha é do tipo 

 nj aaaaA 111211  . 

 

Definição 1.5: Chama-se matriz nula nm  a toda a matriz nm  com os 

elementos todos iguais a zero. 

 

Definição 1.6: Chama-se matriz quadrada de ordem n a uma matriz 

nn , ou seja, a uma matriz com n linhas e n colunas. 

Seja  ijaA   uma matriz quadrada de ordem n. Os elementos 

nnaaa ,,, 2211   constituem a diagonal principal de A e os elementos 

  nnn aaa 1211 ,,,   constituem a diagonal não principal ou diagonal 

secundária de A. 
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Exemplos 1.7: Dada a matriz quadrada de ordem 3, 

























510

211

143

A , a 

sua diagonal principal é constituída pelos elementos 3, 1 e -5 e a sua 

diagonal secundária é constituída pelos elementos  -1, 1, 0. 

 

Definição 1.8: Uma matriz quadrada em que os elementos situados fora da 

diagonal principal são todos iguais a zero chama-se matriz diagonal, isto 

é,  
nj
niijaA



1
1  é uma matriz diagonal sse 0ija  para todos os 

 nji ,,2,1,   tais que .ji   

 

Exemplos 1.9: A matriz 











20

01
D  é uma matriz diagonal. 

A matriz 















 



300

020

011

M  não é uma matriz diagonal porque o segundo 

elemento da primeira linha é diferente de zero. 

 

Definição 1.10: À matriz diagonal de ordem n cujos elementos da diagonal 

principal são todos iguais a um, chama-se matriz identidade de ordem n e 

denota-se habitualmente por nI . 





















100

010

001









nI  

 

Definição 1.11: Uma matriz quadrada diz-se triangular superior se todos 

os elementos situados abaixo da diagonal principal são iguais a zero. 
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Temos então que  ijaA   é uma matriz triangular superior sse 0ija  

para ji  . 

Exemplo 1.12: A matriz 























500

210

321

A  é triangular superior. 

 

Definição 1.13: Uma matriz quadrada diz-se triangular inferior se todos 

os elementos situados acima da diagonal principal são iguais a zero. Temos 

então que  ijaA   é uma matriz triangular inferior sse 0ija  para ji  . 

 

Exemplo 1.14: A matriz 











31

02
B  é triangular inferior. 

 

Definição 1.15: Seja A uma matriz nm . Chama-se transposta de A e 

denota-se por TA  à matriz mn  cujas linhas coincidem com as colunas de 

A.  

Sendo  
nj
miijaA



1
1 , temos   





























mnjnnn

mijiii

mj

mj

T

aaaa

aaaa

aaaa

aaaa

A













21

21

222212

112111

. 

 

Propriedade 1.16: Da definição resulta  

  AAA
TTTT

 . 
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Exemplos 1.17:  

1)  Sendo 






 


203

411
A  temos 



















24

01

31
TA . 

2) A transposta da matriz linha  nj aaaaA 111211  é a 

matriz coluna 



























n

j

T

a

a

a

a

A

1

1

12

11




. 

3) A transposta da matriz identidade de ordem n é a matriz identidade 

de ordem n. 

 

Definição 1.17: Uma matriz A diz-se simétrica se coincide com a sua 

transposta, isto é, .TAA  

 

Exemplo 1.18: Sendo AAA T 









































013

172

321

013

172

321

, logo A 

é simétrica. 

 

Definição 1.19: Uma matriz A diz-se anti-simétrica sse TAA  . 

 

Exemplo 1.20: Sendo 























013

102

320

A  temos 





















013

102

320
TA .  
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Como TAA  , a matriz A é anti-simétrica. 

 

 

2. Operações com matrizes: propriedades. 

2.1: Adição de matrizes 

Denotemos por  IRM nm  o conjunto de todas as matrizes reais de 

dimensão nm . 

 

Definição 2.1: Sejam  ijaA   e  ijbB   duas matrizes de  IRM nm . 

Chama-se soma de A com B à matriz  ijcC  de  IRM nm , cujo termo 

geral é ,ijijij bac  mi ,,2,1   e nj ,,2,1  . 

Isto é, 

 































mnmnmmmm

nn

nn

ijij

bababa

bababa

bababa

ba

BAC









2211

2222222121

1112121111

 

 

Exemplos 2.2:  

1) Sendo 













105

237
A  e 














432

102
B  temos  

   

   





























333

335

413025

120327
BA
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2) Sendo 











01

32
A  e  124B  não podemos obter BA  porque 

as matrizes não têm a mesma dimensão. 

 

 

PROPRIEDADES DA ADIÇÃO: 

Sejam  IRMCeBA nm, . Então: 

(1) ABBA   (comutatividade). 

(2)    CBACBA   (associatividade). 

(3) Existe uma matriz nula  IRMO nm  tal que AAOOA   

(existência de um elemento neutro). 

(4) Existe uma matriz  IRMAA nm'  tal que OAAAA  '  

(existência de um simétrico). 

(5)   TTT
BABA  . 

 

2.2: Multiplicação de uma matriz por um escalar  

Definição 2.3: Dada uma matriz  IRMA nm  e um escalar IR , 

chamamos produto da matriz A pelo escalar   à matriz 

 IRMAB nm  cujo termo geral é definido por ijij ab  . 

 

Exemplo 2.4: Sendo 











1

1
A  e 3  temos 










3

3
3AA . 

 

PROPRIEDADES DA MULTIPLICAÇÃO ESCALAR: 

Sejam  IRMBA nm,  e IR, . Então 

(1)   .AAA   

(2)   .BABA   
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(3)    .AA   

 

Exemplo 2.5: Sendo 






















201

432
,

431

021
BA , temos  

  .

3
210

3
4

3
1

3
1

230

411

3

1

3

1

3

1

3

1































 BABA  

2.3: Multiplicação de matrizes 

De seguida vamos definir multiplicação de matrizes que é uma operação 

que a duas matrizes A e B faz corresponder uma matriz denotada por BA  

ou simplesmente AB e que se designa por produto de A por B. 

Vamos ver que o produto AB só pode ser definido quando houver uma certa 

relação entre o número de colunas de A e o número de linhas de B. 

 

Definição 2.6: Sejam  ijaA   uma matriz nm  e  jrbB   uma matriz 

.pn  O produto de A por B (por esta ordem) é a matriz pm  cujo termo 

geral irc  obtém-se somando os produtos dos elementos da linha i da matriz 

A pelos elementos coluna r da matriz B, isto é, 

 





















nr

r

r

iniiir

b

b

b

aaac


 2

1

21 = nrinriri bababa  2211 =


n

k

krikba
1

. 

Consequentemente  

AB=







































n

k

kpmk

n

k

kmk

n

k

kmk

n

k

kpk

n

k

kk

n

k

kk

n

k

kpk

n

k

kk

n

k

kk

bababa

bababa

bababa

11

2

1

1

1

2

1

22

1

12

1

1

1

21

1

11








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Observação: Só podemos multiplicar matrizes quando o número de colunas 

da primeira for igual ao número de linhas da segunda. 

 

Exemplo 2.7: 1) Sejam 

33

32 651

534

407

506

413



 

























 BeA  então 

 

 

.
542537

412321

655046553006154076

645143543103144173

651

534

407

506

413

32

33

32

























































AB

 

2) Sendo A e B as matrizes do exemplo anterior, não podemos calcular o 

produto BA porque o número de colunas de B não coincide com o número 

de linhas de A. 

 

3) Seja 









11

02
A  e 










3

1
B  então é possível calcular o produto AB e é 

uma matriz 12 . De facto 






















4

2

3111

3012
AB . 
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PROPRIEDADES DA MULTIPLICAÇÃO DE MATRIZES: 

Sejam A, B e C matrizes de dimensão convenientes e IR . Então 

(1)    BCACAB   (associatividade).  

(2)   BCACCBA   e   ACABCBA   (distributividade). 

(3)      .BABAAB   

(4) AAI   e BIB  (existência de elemento neutro). 

(5) OAO  e OOB  . 

(6)   TTT
ABAB  . 

 

Observações: 1) A multiplicação de matrizes não é, em geral, comutativa. 

Isto é, na multiplicação, não se pode mudar a ordem das matrizes. 

Por exemplo, sendo 


















11

00

01

01
BeA , temos que 










00

00
AB  

e 


























02

00

01

01

11

00
BA  pelo que BAAB  . 

 

2) A lei do anulamento do produto  000  BAAB  não é válida. 

Por exemplo 

























00

00

11

00

01

01
, no entanto 


















00

00

01

01
.e 



















00

00

11

00
. 

 

3) A lei do corte ( ,AYAX   com YXA  0 ) não é válida.  

Basta notar que 










































1

2

11

11

3

3

2

1

11

11
 e no entanto 


















1

2

2

1
. 
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3.  Resolução de sistemas de equações lineares 

3.1. Matrizes em escada.  

Definição 3.1: Uma matriz em escada de linhas é uma matriz tal que, por 

baixo do primeiro elemento não nulo de cada linha, e por baixo dos 

elementos anteriores da mesma linha, todas as entradas são nulas. 

 

Definição 3.2: Numa matriz em escada de linhas, chama-se pivot ao 

primeiro elemento não nulo de cada linha. 

 

Exemplos:  



















21000

32100

54321

A  é uma matriz em escada com pivots 1, -1 e 1. 



















500

530

321

B  é uma matriz em escada com pivots 1, -3 e 5. 





















0000

6400

5200

4321

C  não é uma matriz em escada. 

 

3.2. Eliminação de Gauss.  

Definição 3.3: Dada uma matriz, designam-se por operações elementares 

sobre linhas, as seguintes transformações: 

1) Troca de duas linhas i e j  
ji LL  ; 

2) Multiplicação de uma linha i por um número   diferente de zero 

 iL ; 



 

Odete Ribeiro Página 12 
 

3) Substituição de uma linha j pela que se obtém adicionando-lhe o 

produto de outra linha i por um número real    
ij LL  . 

 

Definição 3.4: A condensação ou eliminação de Gauss de uma matriz 

consiste em efectuar operações elementares sobre linhas de modo a 

transformar-se a matriz dada numa matriz em escada de linhas. 

 

3.3. Característica de uma matriz. 

Definição 3.5: Chama-se característica de A, e denota-se por  Acar , ao 

número de linhas não nulas da matriz em escada de linhas que se obtém de 

A através da sua condensação. 

 

Em síntese temos: 

































































0000

0000

00

0 2222

111211

selementare
operações

21

21

222221

111211





























knkk

nk

nk

mnmkmm

knkkkk

nk

nk

aa

aaa

aaaa

aaaa

aaaa

aaaa

aaaa

A

  kAcar   

 

Nota: Como é óbvio,    nmminAcar , . 

 

Exemplo 3.6: 

Calcule a característica das matrizes 

















 



033

022

011

210

A  e 





















231

132

101

B . 
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  2

000

000

210

011

033

022

210

011

033

022

011

210

14

1321
3
2






















 




















 

















 





AcarA
LL
LLLL

 

  3

200

130

101

330

130

101

231

132

101

23

13

12 2


















 



















 

























BcarB
LL

LL
LL

 

 

3.4. Resolução de sistemas de equações lineares pelo método de 

eliminação de Gauss 

Consideremos um sistema de m equações lineares a n incógnitas: 

bAx

b

b

b

x

x

x

aaa

aaa

aaa

bxaxaxa

bxaxaxa

bxaxaxa

mnmnmm

n

n

mnmnmm

nn

nn

































































































2

1

2

1

21

22221

11211

2211

22222121

11212111

 

 

Na resolução de sistemas de equações lineares vamos considerar a matriz 

ampliada  bA | , onde A é a matriz dos coeficientes do sistema, x é a 

matriz das incógnitas e b é a matriz dos termos independentes. 

 

Procedendo à eliminação de Gauss da matriz ampliada  bA | , de modo a 

obtermos uma matriz em escada de linhas, ficamos com um novo sistema 

de equações de mais simples resolução. 
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 





























m

k

mnmkmm

knkkkk

nk

nk

b

b

b

b

aaaa

aaaa

aaaa

aaaa

bA

















2

1

21

21

222221

111211

|  

 
















































m

k

kknkk

nk

nk

b

b

b

b

b

aa

aaa

aaaa





















1

2

1

2222

111211

linhas sobre
selementare

operações

0000

0000

00

0

 

 

Definição 3.8: Um sistema de equações lineares diz-se possível 

determinado se admitir uma única solução e ele diz-se possível 

indeterminado se admitir uma infinidade de soluções. 

Definição 3.9: Chama-se variável livre ou independente à variável sem 

pivô e variável básica ou dependente à variável com pivô. 

 

Exemplos 3.10: 

1. Resolva o sistema 














322

734

832

zyx

zyx

zyx

 . 

 














 

 































5

9

8

500

710

312

3

7

8

212

134

312

|

13

12 2
LL

LL
bA
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






























































1

2

2

7

1

2

72

1

79

382

55

97

832

z

y

x

z

y

x

z

y

yx

z

zy

zyx

. Logo
















 1,2,

2

7
S . 

3.5. Classificação de sistemas. 

O sistema bAx   de m equações a n incógnitas, pode ser classificado da 

seguinte forma: 

1. Se      nbAcarAcar  | , o sistema é possível determinado. 

2. Se      nbAcarAcar  | , o sistema é possível indeterminado. 

3. Se     bAcarAcar | , o sistema é impossível. 

 

Exercício 3.11: Classifique e resolva, se possível, os seguintes sistemas:  

1)  





















1262

0

732

72

zyx

zyx

zyx

zyx

 ;  2)  





















4222

3

1

1

321

4321

4321

4321

xxx

xxxx

xxxx

xxxx

 . 

 

 

 


